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A growing trend in large language model (LLM) 
evaluation: AI companies and researchers framing the use 
of crowdsourced evaluations as a “democratization” of 
LLM development.

➔ OpenAssistant, a crowdsourced corpus of LLM 
conversations to “democratize research on aligning 
[LLMs]” [Köpf et al. 2023]

➔ “building an open [human] feedback platform” for 
anyone to contribute to evaluation [Don-Yehiya et al., 
2024]

Crowdsourced evaluation programs that are framed as 
“democratic” mostly rate or rank LLM responses based on 
quality:

Crowdsourced evaluations generally solicit feedback in forms 
that are consumable by AI companies for further LLM 
development, hence advancing a technocratic containment of 
democracy.

In particular, crowdsourced evaluations exclude participation 
via deliberation and discourse, which are central to other 
online crowdsourcing movements like open source 
[Benoit-Barné, 2007]. 

Others have advocated for abandoning the idea that 
democracy should aim for consensus, arguing that public 
spaces are constituted by conflict and that dissent, 
disobedience, and difference are essential [Mouffe, 1999; 
Fraser, 1990].

Companies that solicit crowdsourced evaluations seemingly 
aspire to make AI systems more accessible in a manner that 
requires they ingest the data of more minoritized users.

A user looking to be included in the democratic vision of 
crowdsourced evaluations must be willing to underwrite AI 
extractivity and make sacrifices in terms of “time, labor, 
attention, and data” to submit their preferences as expected 
by these systems [Crooks, 2024].

In the majority of these cases, crowdworkers are excluded 
from the governance of what they help produce, with little 
control over how models ingest their data or are deployed.

Tensions between critiques

However, as more individuals participate in evaluations that 
are engaging and time-demanding, more free labor is 
captured and exploitation reinforced. The social factory of 
crowdsourced evaluations can only become less exploitative as 
contributors gain the power to meaningfully shape LLM 
systems at all sites of the pipeline.

Expanding collective power-building and governance is a 
continual and ongoing project, which can be done alongside 
immediate calls to action, including:

● Improve working conditions
● Expand evaluations beyond models to applications and use 

cases
● Grapple with the limitations of evaluations with respect to 

representation, applicability, and political values
● Include perspectives generally excluded from the AI 

development process

At the same time, contemporary implementations of 
democracy often neutralize and disarm dissent through 
inclusion and legitimization [Brown, 2015, Selinger, 2024]. 
Technological governance must engage with 
anti-institutional counter-hegemonic movements towards 
justice as well.

The seeming impossibility of addressing all critiques is 
neither necessary nor universal: we imagine a world in which 
the power dynamics of language models are fundamentally 
restructured and evaluations can contribute meaningfully to 
the democratic governance of sociotechnical ecosystems.
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One avenue to address the first critique involves 
incorporating new modes of participation into evaluations 
— deliberation, discourse, dissent, and disobedience. 
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