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What challenges do practitioners face when using publicly available instruments 
to measure representational harms from LLM-based systems?

Using publicly available measurement 
instruments 

• Validity: Whether an instrument meaningfully 
measures what stakeholders think it measures (11/12)

• Specificity: Whether an instrument is sufficiently 
specific to a system, its use cases, and its 
deployment contexts (11/12)

Doing measurement in practice 
(vs. in research)

•Measurement in practice requires quality assurance 
that participants viewed as best achieved through 
software testing practices (4/12)

• Data licensing or data security issues (3/12)

• No time to find publicly available instruments (2/12)

• Competitive pressure to develop proprietary 
instruments (1/12)

Doing measurement tasks involving LLM-
based systems 

(vs. other sources of text)

• Concerns about overfitting, leakage, or 
memorization of publicly available benchmarks by 
LLM-based systems (6/12)

• Doing measurement tasks involving LLM-based 
systems is inherently unreliable (5/12)

Measuring representational harms 
(vs. other kinds of harms)

• Require mores information/context to measure (vs., 
e.g., privacy violations) (9/12)

• Less commercial incentive to measure (vs., e.g., 
quality of service harms) (2/12)

Background
• LLM-based systems can cause   

representational harms

• To measure and mitigate these harms, NLP 
researchers have produced numerous publicly 
available measurement instruments, e.g.,

Method
Semi-structured interviews with AI practitioners (N=12)
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