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Abstract

We introduce JMMMU (Japanese MMMU), an expert-level benchmark that can
truly evaluate the performance of large multimodal models (LMMs) in Japanese.
Compared to other existing Japanese multimodal benchmarks, JMMMU requires
a deep understanding of Japanese culture and advanced reasoning skills, and it
includes more than ten times the number of questions found in similar benchmarks,
enabling more reliable quantitative evaluations. We believe our findings inspire the
development of high-standard benchmarks in more languages, and pave the way for
LMM developments that are more inclusive of non-English languages. Project page
is available at https://mmmu-japanese-benchmark.github.io/JMMMU/.
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Figure 1: Overview of our JMMMU dataset.

Recent large multimodal models
(LMMs) have demonstrated remark-
able performance across various tasks,
ranging from common sense reason-
ing to those requiring expert-level,
domain-specific knowledge. This
highlights the critical role of bench-
marks in evaluating the diverse capa-
bilities of LMMs. However, current
benchmarks focus primarily on per-
formance in English, with less empha-
sis on the utility in other languages.
Notably, performance evaluations of
LMMs in Japanese, despite its unique culture spreading around the world, remain underrepresented.
Current Japanese multimodal benchmarks exhibit the following weaknesses:

• (W1) Existing benchmarks [1–7] focus on common sense knowledge, but none of them cover
expert-level knowledge.

• (W2) Many of them do not account for cultural differences. They are often created by translating
existing English benchmarks [1–3], and thus the questions are unfamiliar to Japanese people.

• (W3) Recent benchmarks try to consider cultural differences [4–7], but they are all limited
in size (only up to 102 questions [4]), raising concerns about whether reliable quantitative
evaluation can be achieved.

This work: Creating a Massive, Expert-level, Truly-Japanese Multimodal Benchmark Given
the circumstance, we introduce JMMMU (Japanese MMMU), a multimodal benchmark that can truly
evaluate expert-level LMM performance in Japanese. An overview of our JMMMU can be found

∗Equal contribution.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://mmmu-japanese-benchmark.github.io/JMMMU/


Table 1: Overall results. A grayed column represents the evaluation in English (for the questions we
translated). The rest of the results are average and individual subjects’ scores on JMMMU. Overall,
JMMMU leaves great room for improvement (up to 40.5% for open-source, and 58.6% for GPT-4o).
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(720) (1,320) (600) (720) (150) (150) (150) (150) (90) (150) (120) (150) (210)

Random 24.6 24.8 25.0 24.6 25.0 25.0 25.0 25.0 25.4 25.0 22.8 25.6 24.3
Large Multimodal Models: Text + Image as Input

LLaVA-ov-05b [11] 29.4 26.0 23.3 28.2 22.7 22.7 24.0 24.0 26.7 27.3 24.2 30.7 30.0
xGen-MM [12] 35.7 28.6 28.2 28.9 30.0 20.7 22.7 39.3 32.2 21.3 22.5 36.7 31.0
Phi-3v [13] 37.6 29.5 26.5 31.9 31.3 18.7 29.3 26.7 26.7 28.7 25.8 37.3 36.2
LLaVA1.6-13b [14] 29.9 31.1 33.7 29.0 32.0 24.0 32.0 46.7 25.6 28.7 30.0 34.0 26.7
Phi-3.5v [13] 39.2 32.4 34.3 30.8 37.3 27.3 35.3 37.3 27.8 31.3 30.0 36.7 28.1
LLaVA CALM2 [15] 29.9 34.9 41.5 29.4 42.7 36.7 40.0 46.7 27.8 26.0 26.7 34.0 31.0
EvoVLM JP v2 [16][17] 33.9 38.1 45.2 32.2 44.0 40.0 42.0 54.7 32.2 28.7 28.3 38.7 32.4
Internvl2-8b [18][19] 43.3 38.3 42.5 34.7 41.3 38.0 35.3 55.3 40.0 36.0 34.2 34.0 32.4
LLaVA1.6-34b [14] 45.7 39.8 43.2 37.1 42.0 36.0 40.7 54.0 42.2 41.3 25.0 36.7 39.0
LLaVA-ov-7b [11] 45.1 40.5 43.0 38.5 36.0 30.7 37.3 68.0 41.1 36.7 31.7 38.7 42.4
GPT-4o [20] 52.1 58.6 66.7 51.8 60.7 70.7 58.7 76.7 53.3 55.3 45.8 61.3 45.2

Large Language Models: Only Text as Input
GPT-4o text 44.9 38.1 35.5 40.3 32.7 32.0 35.3 42.0 38.9 36.0 41.7 45.3 39.5

in Figure 1. To address (W1), we created a benchmark based on the validation set of MMMU [8]
consisting of 900 samples, which is widely used to evaluate LMMs’ expert-level reasoning with
domain-specific knowledge. For (W2), we first carefully analyzed the existing MMMU benchmark
for its cultural dependencies. Then, for questions in culture-agnostic subjects, we employed native
Japanese speakers who are experts in each subject, and asked them to translate both the texts and
images (e.g. the title of a graph) into Japanese. Further, we replaced culture-dependent subjects with
new subjects that are conceptually similar, but better aligned with Japanese culture. For example, the
original MMMU contains a subject called History, which we divided into Japanese History and World
History. For each subject, we sourced images from the web that had no licensing issues and created
questions based on content typically found in Japanese textbooks. Finally, in response to (W3),
JMMMU consists of 720 translation-based (culture-agnostic) and 600 brand-new (culture-specific)
questions, for a total of 1,320 questions, updating the size of the existing culture-aware Japanese
benchmark by >10x.

Implication of Our Benchmark Creation Our JMMMU benchmark for the first time enables
the community to reliably evaluate LMM’s expert-level reasoning capabilities in Japanese. Our
observations suggest that focusing solely on performance evaluation in English could risk a bi-
ased development competition that overlooks the utility in non-English languages. Conversely, a
benchmark for a specific language can stimulate interest among model developers to improve its
accuracy, as is currently observed with Chinese [9, 10]. We hope that our benchmark will not only
trigger the community’s interest in Japanese language performance, but also serve as a catalyst for
benchmark creation in other languages, leading to the development of LMMs that are more inclusive
of non-English languages.

2 Experiments and Findings

In Table 1, we provide the evaluation results on our JMMMU benchmark. In our experiment, the
performance is up to 40.5% for open-source, and 58.6% for closed-source models, leaving great room
for improvement. In this section, we summarize our key observations on the culture-agnostic (CA)
and culture-specific (CS) splits.

CA Split: The Effect of Translation The score on the CA split is lower than its English counterpart
(MMMU CA) for most of the models (except for LLaVA CALM2 [15], a Japanese LMM). This
suggests that, even for the same questions, many models perform worse when asked in Japanese.

CS Split: Capturing Deep Understanding of Japanese Culture Even when models perform
similarly on the CA split, their performance on the CS split can vary significantly. For instance, (i)
Phi-3v [13] (no multilingual support), (ii) Phi-3.5v [13] (a multilingual model with Japanese support),
and (iii) EvoVLM JP v2 (a Japanese LMM) [17] show similar results on the CA split (31.5± 0.7%).
However, their CS scores differ markedly: (i) Phi-3 scores worse (−5.4%), (ii) Phi-3.5 scores slightly
better (+3.5%), and (iii) EvoVLM excels (+13.0%). This highlights how Japanese-focused training
can significantly impact performance in Japanese-specific contexts, and JMMMU is capable of
capturing these differences.
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Limitation

While JMMMU can assess the latest LMMs’ expert-level skills, it cannot evaluate model performance
on subjects outside of those currently covered. As models gain more knowledge and improve
their reasoning abilities, it will be necessary to expand the range of subjects and include more
challenging questions. Moreover, since JMMMU only covers the Japanese language, evaluating
model performance in other languages and cultural contexts remains an important area for future
work. We reiterate here that we hope these efforts will help mitigate the underrepresentation of
diverse cultures and languages.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The claims in abstract are justified in the experimental results in Section 2

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Limitation is stated in Section 2.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: No theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
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• The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [No]

Justification: While we understand the importance of reproducibility, it is difficult to include all the
detailed parameters in the two-page tiny paper. Instead, we will release the dataset and the codebase
which are sufficient to ensure reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: The dataset created and used for the experiments will be released on Hugging Face, and
the evaluation code will be made available on our GitHub repository.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).
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• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [No]

Justification: While we understand the importance of reproducibility, it is difficult to include all the
detailed parameters and its justification in the two-page tiny paper. Instead, we will release the dataset
and the codebase which are sufficient to ensure reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: Our experiments were conducted with the temperature parameter set to zero, ensuring
that the results were theoretically deterministic.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [No]

Justification: We will release the dataset and the codebase which are sufficient to ensure reproducibility
instead of including all the detailed parameters in the tiny paper.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the
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