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In the evolving landscape of artificial intelligence and machine learning, Wikipedia has emerged
as a pivotal resource for factual information. As one of the most comprehensive and accessible
repositories of human knowledge, it serves as a critical reference point in many contexts, including
the evaluation of machine learning models. However, the integration of Wikipedia into the training
data for numerous AI models introduces a unique challenge: the potential circularity in using
Wikipedia as both a training source and an evaluation benchmark. This provocations paper explores
the implications of this dual role, questioning the reliability and objectivity of evaluations that rely
on a dataset inherently intertwined with the models being assessed. By critically examining the use
of Wikipedia in factual evaluations, this paper aims to provoke discussion on the validity of current
evaluation methodologies and the necessity of developing more robust, diverse, and independent
benchmarks. Specifically, we recommend revising benchmarks that capture a static snapshot of
Wikipedia content to instead adopt a model based on the continuous work of Wikipedia editors to
build a trustworthy encyclopaedia.

Wikipedia as a Factual Evaluation Benchmark

Wikipedia has long played a crucial role in the evaluation of machine learning models. It has been
used to create benchmarks ranging from Question Answering (e.g., SQuAD [12], MLQA [9]) to fact-
checking (FEVER [16]) and evaluating hallucinations, i.e., factual inaccuracies (FActScore [10]) to
capturing nuances around achieving a fair and balanced presentation of information using Wikipedia’s
Neutral Point of View (NPOV) policy [1, 11].

However, a significant challenge in evaluating models arises from data contamination, which occurs
when models are tested on data they have already encountered during training [2]. Given that
Wikipedia is a widely used and easily accessible resource, it is often included in the training datasets
of state-of-the-art LLMs [5]. Even when Wikipedia is not explicitly including in training data, it is a
substantial part of Common Crawl1, a massive web dataset frequently used for model training.

The issue of data contamination and leakage is not new. Song and Raghunathan [15] demonstrated
that it is possible to design attacks that leak training data using Wikipedia in word embeddings.
Similarly, Xin et al. [17] find data leakage for different pre-training language models. While their
work focuses on privacy, this kind of leakage also has implications for the evaluation of LLMs. When
evaluation datasets contain data that has been used in training, the evaluation is not meaningful.
Especially in the context of closed-source models, where we do not have knowledge about which
datasets have been used for training, evaluations based on facts become meaningless, as Balloccu
et al. [2] detail.

Given that Wikipedia data is likely included in most training datasets, evaluations based on the same
set of data should be approached with caution. Indeed, Zhao et al. [18] find that models hallucinate
more about entities that do not have a Wikipedia page, underscoring the impact of Wikipedia’s
presence in training data on model behaviour.

1https://commoncrawl.github.io/cc-crawl-statistics/plots/domains
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The Dynamic Nature of Wikipedia: Beyond Factual Benchmarks

A common pitfall of these Wikipedia-based benchmarks that have data contamination problems is that
they approach Wikipedia as a static source of content from which to build a dataset (generally with
some support from crowd-workers). Wikipedia, however, is more accurately a dynamic community
that is constantly building an encyclopaedia through contestation and consensus. A deeper look
into these processes often reveals ways to build interesting benchmarks using the judgments from
Wikipedians themselves. By learning from the way Wikipedia communities engage with information,
resolve disputes, and update content, we can design evaluations that better reflect the complexities of
knowledge production and verification, moving beyond a simplistic reliance on factual correctness. In
particular, we propose two important principles for building Wikipedia-based benchmarks that avoid
this issue of data contamination: 1) identifying content created after a specific knowledge cut-off that
is of high-quality, and, 2) identifying actions taken by Wikipedians to curate content that can then be
leveraged to test the ability of language models to understand and evaluate content.

Existing examples of an approach using a knowledge cut-off include the benchmark FreshWiki
[13], in which the authors gather recently created Wikipedia articles with a focus on avoiding data
contamination during pretraining. As the authors create a model, they can ensure that no data from
the test set is part of the training. However, for evaluating closed-source models, this approach cannot
be guaranteed and should be addressed. The publication of date cut-offs is therefore an important
part of disclosure for closed source models2.

Leveraging the Wikipedia editors content curation actions for benchmarks has many facets - from
investigating contradicting information [6] to transparent stance detection based on editor discus-
sions [7]. The information that is created by editors but typically not used for the training of LLMs
can be a rich source of evaluating different aspects of models, using Wikipedia processes to generate
benchmarks dynamically without requiring substantial additional curation.

All of these examples do not need additional human labour but are based on existing work of
Wikipedia editors. Including editors in the creation of benchmarks e.g., as done by Wikibench [8] or
similar to include affected communities in red teaming efforts [4], can be a valuable approach to have
the Wikipedia’s communities’ direct feedback. However, including Wikipedia editors into benchmark
creation for AI should be approached with caution; participation cannot be a design fix for machine
learning [14]. It is important to keep in mind questions which would be relevant to including most
communities directly into such efforts [3] - what is the benefit for the community, how to contribute
back to community, and how to make such benchmarks sustainable so that they don’t have to be
recreated regularly. Wikipedia’s editors’ focus should not be shifted away from the task they already
excel in: writing an encyclopaedia across a large number of languages.

Discussion & Conclusion

The dual role of Wikipedia as both a training source and an evaluation benchmark in AI presents
significant challenges to the validity of current evaluation practices. While Wikipedia provides a
rich and easily accessible source of factual information, the risk of data contamination undermines
its reliability as an evaluation tool. Moreover, the dynamic, community-driven nature of Wikipedia
offers an opportunity to rethink how we approach AI evaluation. Instead of relying on static factual
benchmarks, AI researchers should consider frameworks that reflect the ongoing, collaborative
process of knowledge creation seen in Wikipedia.

This shift would not only address the issues of data contamination and circularity but also promote a
more nuanced understanding of how knowledge is constructed, contested, and validated in real-world
contexts. To this end we propose for future benchmarks to (1) identify content created after a specific
knowledge cut-off that is of high-quality, and, (2) identify actions taken by Wikipedians to curate
content that can then be leveraged to test the ability of language models to understand and evaluate
content.

As AI continues to integrate more deeply into various domains, developing diverse and independent
evaluation frameworks is critical to ensuring the reliability and fairness of AI systems. By moving
beyond Wikipedia as a static source of facts and embracing its collaborative nature, we can create
evaluation methods that better align with the complex, dynamic realities of knowledge production.

2https://openfuture.eu/publication/towards-robust-training-data-transparency/
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