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1 Introduction

Nudity detection is a task that has been studied by researchers for decades [1]. For training, testing,
and benchmarking nudity detection algorithms, researchers typically scrape images from the internet
or use existing datasets of nude images. While this practice is common for assembling datasets
for general image-recognition tasks, nude images are particularly sensitive. Images that were
consensually shared on publicly-accessible forums (e.g., Reddit) or adult content platforms (e.g.,
PornHub, OnlyFans) were never intended to be used in research. Furthermore, publicly-accessible
forums have been documented to host communities explicitly for the nonconsensual sharing of
nude content [2]. Such sharing is a common form of image-based sexual abuse (IBSA) [3], which
is a category of technology-facilitated sexual violence that includes the nonconsensual creation
and distribution of intimate content. IBSA can lead to serious legal, emotional, employment, and
relational consequences [4, 5], including clinical diagnoses of post-traumatic stress disorder, anxiety,
and/or depression [5]. One of the most traumatizing aspects is that once an image has been distributed
online, people lose control over how it is further spread and used. A victim-survivor shared with
Bates et al. that, “I didn’t have control over who they were distributed to [...] that they were used
maliciously and without my consent, and in my name, that was the part that violated me the most” [5].

Our team is currently conducting research that investigates the use of nude datasets in machine
learning and computer vision literature. By keyword searching for common ML tasks involving
nudity (see Table A), we found a seed set of 2048 papers. While we are still processing the full
results, we identify several ethical challenges based on our initial observations after reading dozens
of these papers. In this provocation, we aim to raise questions for researchers considering work in
this space to evaluate at the start of their projects and prior to dataset collection.

2 Prompts for Researchers

We acknowledge that ethical guidance for researchers in this space is lacking. We propose several
concrete prompts for researchers considering working with nude image datasets and show how they
align with existing ethical principles, using the 2024 NeurIPS Code of Ethics [6] as an example.

Do not include examples in the paper. Through our initail work, we have found an alarming
number of published papers that include nude image examples. Some papers censor body parts while
leaving the subject’s face visible. In one example, researchers searched for, collected, and published
“upskirt” images that the authors knew were created nonconsensually. The subjects did not consent
to the creation of the images in the first place, much less having their images shared in a research
publication. Particularly in cases where the images are identifying, we argue that publishing such
images directly constitutes IBSA. Though researchers may feel that examples contextualize a paper’s
results, text descriptions or stylized depictions created by an artist would suffice. This aligns with the
NeurIPS Ethics Guidelines, which state that “datasets should minimize the exposure of any personally
identifiable information, unless informed consent from those individuals is provided to do so.”
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Acknowledge the harms of collecting data nonconsensually. Scraping nude images from the inter-
net, especially from social media platforms, will result in collecting some that were nonconsensually
created or uploaded [7]. To avoid collecting nonconsensual content, researchers might instead scrape
from adult content platforms (e.g., Pornhub, OnlyFans). This, however, is direct theft of labor and
still constitutes IBSA. In fact, sex workers are often excluded from discussions around IBSA but
may experience financial loss, risk being outed as a sex worker, and bear the mental health effects
of experiencing IBSA [8, 9]. Neither approach aligns with the NeurIPS Code of Ethics Consent
guideline, which states that “any paper that chooses to create a dataset with real data of real people
should ask for the explicit consent of participants, or explain why they were unable to do so.” For
some tasks, like testing nudity in generated images, the only goal of collecting a nude dataset is to
train a classifier. In these cases, using existing classifiers may suffice and will limit the number of
images that are nonconsensually collected and used for research.

Do not redistribute the dataset. If a study produces a new dataset, redistributing the images without
the consent of the subjects is a form of IBSA. Increasingly, in some jurisdictions such distribution
would be illegal due to “revenge porn” laws [10]. For researchers who have already collected datasets
of nude images, the dataset should be deleted after the study is complete.

Carefully consider researcher data handling practices. Researchers who store nude datasets
must carefully establish security and access protocols for the data. In line with the NeurIPS Code
of Ethics, researchers should “leverage privacy protocols, encryption and anonymization to reduce
the risk of data leakage or theft,” and take particular care with sensitive data. Senior researchers
should also consider how they work with graduate students on such projects: some students may
be uncomfortable working with potentially illegal data; others may require additional oversight to
ensure they are responsibly handling the data.

Consider your use case. We encourage researchers interested in nudity detection to weigh the
benefits of their research against the harms of nonconsensually collecting or using others’ nude
images. If researchers intend for their nudity detection tools to be used downstream by tech platforms,
consider that larger platforms are already devoting internal resources to the task, may have their own
data, and may have more nuanced definitions of nudity than those considered by researchers.

3 Conclusion: where do we go from here?

Organizational responsibility. When academic works containing nude images are published through
large organizations like IEEE, ACM, or the Neural Information Processing Systems Foundation,
these organizations gain revenue from nonconsensually distributed nude images. They therefore
have a responsibility to check the content they host for nonconsensual nude images, even those in
which faces or body parts are censored. Organizations could create voluntary commitments (akin to
those made by tech platforms to combat IBSA [11]) to remove publications that currently contain
nonconsensual nude images and create measures to prevent their publication in the future.

Generative AI. It may be tempting for researchers to suggest using generative AI to create nude
images. However, generative AI models for nude images have themselves been created using
nonconsensually collected images. Though unlikely, an image used in the training set may be re-
produced as output. We also do not know how likely it is for an output to closely resemble the likeness
of a living person regardless of whether their image was used in training. There is still much research
needed to assess these and other risks. The datasets that researchers have nonconsensually collected
and shared may themselves be used to train generative AI models for creating nude images. This is
something that researchers should be mindful of when considering any requests for data sharing.

Community norms. Ultimately, we need increased awareness within the research community
around the potential harms of collecting and distributing datasets containing nude imagery. Though
researchers may have good intentions, their actions could have negative consequences on the indi-
viduals whose images they possess. Through our current work, we have not yet seen language that
suggests that researchers are treating nude images with greater sensitivity than other types of data.
We have not seen descriptions of how this data is stored, access policies, and security practices to
ensure that it is not accidentally leaked. The broader research community must set new norms that
regard nude images with greater sensitivity at every stage of the research pipeline, from authors to
reviewers to the organizations that are currently complicit in publishing nonconsensual nude images.
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A Appendix

keyword # papers

“pornographic images” + “machine learning” 899
“nudity detection” 335
“NudeNet” 76
“safety filtering” + “machine learning” 135
“adult image detection” 296
“pornographic image detection” 307
total 2048

Table 1: A selection of our keywords and the number of hits on Google Scholar.
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