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Abstract
How might we find a place for refusal within the evaluation of Generative AI
(GenAI) systems? Current evaluation frameworks justifiably focus on possible uses
of models. Given the myriad unsolved issues in GenAI systems and their rapid
rise, some developers and potential users are rejecting their use in both public and
private settings [22]. Respecting the autonomy of users means respecting their
decision not to use these technologies. Based on literature on refusal and data
ethics, we provide several provocations positing that refusal is a generative act, and
advocate the inclusion of refusal in evaluation frameworks.

1 Introduction
In this provocation paper, we propose refusal as a generative response to Generative AI (GenAI)
systems, and one that is worth incorporating into evaluation frameworks. As Sara Ahmed asserts
[1], refusal is a practice of “saying no without being given the right to say no.” Refusal can manifest
as an action or an orientation in the world, but it is always mediated by greater systems of power
[26]. Inspired by scholarship on refusal in data ethics, we follow the relationship between GenAI
evaluations and refusal in four loose themes.

2 Centering Refusal in Evaluation Practices
2.1 Interrogating the Potential for Change and Refusal in Evaluations

Provocation 1: Most evaluations are reformist reforms. Evaluations of GenAI for social im-
pact are reforms because they only change a small part of the technology development pipeline.
Philosopher André Gorz articulates a difference between “reformist reforms,” which prioritize what is
practical in an existing system, and “non-reformist reforms,” which rearrange structures of power [12].
We propose that evaluations both are and encourage reformist reforms, as they do not undermine
current relations of power. Further, harm-focused social impact evaluation frameworks may act as a
way to placate dissent and organizing for real change.

Call to Action 1: Focus on a long-term goal rather than incrementalist improvements. As Ben
Green argues [14], long-term goals can help refocus tech work towards non-reformist aims. In the
context of evaluation frameworks, this might mean transparency about and disruption of coercive
power relations between stakeholders. By adopting a structural perspective and a long-term vision
for justice, designers of evaluation frameworks can also avoid what Zong and Matias describe as
a coercive presupposition that non-users will automatically become users once placated [26]. To
this end, we suggest that evaluations explicitly examine the long-term goals of GenAI systems and
foreground the political implications of widespread long-term use on both users and non-users.

2.2 Decentering Technical Expertise as Refusal
Provocation 2: Evaluations further center technical expertise. Requiring technical evaluations
for a critique to be seen as legitimate contributes to the silencing of marginalized critique. Chelsea
Barabas argues that meaningful critique can only arise when we are able to reorient our critical
gaze toward powerful system actors and reframe interventions like evaluations so that they play a
supporting role in the critique voiced by those impacted [2].
Call to Action 2: Decenter tech and computer science (CS) academia as arbiters of truth.
Decentering technologists in the evaluation of algorithmic systems requires building relationships
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with impacted populations and trusting their critiques without needing the validation of an empirical
evaluation. Barabas calls this process “re-centering the margins,” and presents it as an important
modality of refusal [2]. Barabas also recounts that many technologists who successfully effect
social change with harmed groups often use boring, conventional technical methods that are not
always valued in CS academic publishing [2]. Decentering CS academia involves venturing beyond
disciplinary silos and learning to value and integrate perspectives from the humanities and social
sciences that are accompanied with or without academic credentials.

2.3 Acknowledging the Validity of Refusal

Provocation 3: Current evaluations fail to acknowledge the validity of refusal. Evaluations
presuppose the continued development of generative systems, thus contributing to a climate in which
the use of GenAI technologies is not seen as the political—if forced—choice that it is. As Ruha
Benjamin argues [5], “it is coercive to say one has a choice, when one of those choices is automatically
penalized”. We dub such choices “coerced choices.”

Call to Action 3: Support evaluations that encourage real user agency. Evaluation developers
must start recognizing that refusal is a productive tool for evaluating GenAI technologies. Zong
and Matias, for instance, elucidate autonomy (the capacity to freely make informed choices), time
(the timescale in which refusal operates), power (the capacity to produce a change), and cost (the
negative ramifications of refusal) as the four constituent elements of refusal from below (i.e., from
the margins) [26]. Considering such axes of refusal when building evaluation frameworks can help
facilitate the ability of users to refuse GenAI systems.

Ultimately, we urge evaluation developers to create frameworks which consider the implications of
widespread GenAI use for both users and non-users. This type of evaluation framework goes beyond
the technical properties and performance of the system to consider the social and institutional context
of deployment for both users and non-users.

2.4 Recognizing Refusal as a Generative Practice

Provocation 4: Evaluations are part of an expansionist tech culture. There is a pervasive view
within tech culture that exclusion from technology "always and necessarily involves inequality and
deprivation" [25], and that expanded use is positive, despite known risks of certain technologies. This
mentality informs evaluation frameworks for GenAI that do not consider refusal as a valid avenue to
pursue. As a result, many designers and developers in CS fail to consider the refusal of technology as
a legitimate act worthy of further inquiry [25].

Call to Action 4: View refusal as generative. We encourage a mindset shift that embraces limits as
generative, in order to promote evaluation frameworks that treat limits as productive boundary-setting
rather than a problem to be solved. As Benjamin notes, refusal is "seeded with a vision of what can
and should be" [5]. Moreover, Zong and Matias argue that acts of refusal can be considered a form of
participation in the design process of the socio-technical systems they seek to change [26]. Seeta
Gangadharan explains that “when marginalized people refuse technologies, they imagine new ways
of being and relating to one another in a technologically mediated society” [9].

Refusal can also initiate behavioral change [26] and generate even broader systemic change by
reconfiguring systems of power entirely, as seen in the case of indigenous data sovereignty [21].
Finally, refusal can also motivate software design innovation. In the past, the refusal of corporate
information systems has generated grassroots information communication technology infrastructure
[15], novel experimentation infrastructure [17], and new digital tools for preserving privacy [6]. As a
first step, we recommend that system builders seek understandings of how and why users may refuse
GenAI systems, in order to incorporate these perspectives into the design process.

3 Conclusion
In this provocation paper, we have argued that refusal—an act initiated primarily by people with
low political power over technology—has generative potential and should be taken seriously in any
discussion of evaluation frameworks. As Benjamin argues [5], there is a need to institutionalize
refusal so as to support people’s capacity to collectively organize and challenge power. In this respect,
popularizing evaluation frameworks that consider refusal could go a long way.
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A Appendix

A.1 Background

A.1.1 Refusal

Refusal as a concept has long been theorized in Indigenous and feminist scholarship [11]. We credit
our conception of refusal to prominent theorists in Indigenous Studies such as Audra Simpson [20],
Sandy Grande [13], Eve Tuck [23], and K. Wayne Yang [24]. In their work, refusal is not only an
academic theory, but also a methodological and political stance embodied in anticolonial practices
that respond against settler colonialism [20]. Recognizing that refusal emerged from the context of
anticolonial struggle is critical to understanding its theorization.

Simply put, refusal "is to say no" but "it is not just that" [18]. Refusal is also a generative practice that
envisions liberatory alternatives to current forms of domination by intentionally setting boundaries
in rejection of the status quo. To refuse is to articulate and embrace that a limit has been reached,
and to develop and negotiate alternative practices in light of that limit. For instance, Tuck and Yang
advocate for refusal as an analytic practice in qualitative research to limit the reach of the academy’s
commonly voyeuristic, extractive, and predatory lines of inquiry into the pain and humiliation of
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Othered communities [24]. They argue that "there are some forms of knowledge that the academy
doesn’t deserve", and that "not selling" and "not telling" at times can be compelling acts of refusal
that reinforce the sovereignty of Othered individuals, who would be otherwise objectified in the
settler colonial knowledge production process, where there is no reciprocity between researchers and
those researched [24, 23]. Tuck and Yang note that academic research is not always an appropriate or
helpful intervention in the genuine interests of Othered communities, but refusal can generate the
space for other decolonial forms of knowledge and representation to surface.

Benjamin adds that "the [generative] potential of refusal [is] not only to negate colonial forms of
knowledge production but also to create new, more equitable relationships between researchers [and]
subjects" [5].

A.1.2 Technology Refusal

The refusal of technology has been increasingly examined by scholars and technologists at communi-
ties like FAccT [3, 7, 16], CSCW [8, 10, 11], and CHI [4]. The question of when and how to refuse
participation in harmful technology systems continues to grow more and more pertinent from both
the perspectives of developers and users [3].

An example of institutionalizing technology refusal is the decision made by Procreate, a popular iPad
app for creating digital art, to deviate from industry norms and refuse to incorporate GenAI into their
software due to their explicit belief that GenAI is predicated on data theft, and that it undermines and
devalues human creativity [19].

A.2 Limitations

This tiny paper is quite short and is mostly a theoretical engagement with issues in evaluation
frameworks for GenAI. As such, it does not point out finer-grained provocations that might arise from
case studies or empirical validation of certain evaluation frameworks’ responses to or incorporation
of refusal.

A.3 Broader Impacts

This paper proposes the incorporation of refusal into evaluation frameworks. This proposal aims to
provide further impetus for technologists to trust marginalized critiques of GenAI technologies—in
effect, it encourages technologists to trust and react to reports of harmful broader impacts, and to
consider the broader impacts on affected communities of evaluation frameworks which do not fully
engage with marginalized critiques.

At the same time, incorporating refusal always has the potential to introduce barriers to the positive
and important use of technology. We have attempted to stress the incorporation of refusal into
frameworks, rather than its prioritization over all other considerations, to combat this.
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